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Abstract

Artificial intelligence (AI) is impacting almost every aspect of our lives, and automated decisions have begun to replace human decisions. Recently, criminal justice has also turned to AI to reduce crime rates and achieve effective action on the ground. Artificial intelligence and machine learning algorithms (ML) could predict and track crimes and criminals. In addition, they could be used in criminal courts. However, there is ample evidence that the application of this technology has affected basic human rights. In several countries, law enforcement agencies (LEAs), i.e., government agencies responsible for law enforcement, have begun using these technologies despite concerns about the presence of bias in the results and invasion of citizens’ privacy. This research paper provides an overview of some AI applications used in criminal justice to predict crimes and offenders, detect and investigate crimes, and assist judges in criminal courts. It also examines the human rights implications of using these applications in this system.
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And the next step? Or a violation of human rights?

Abstract

Artificial intelligence is pervasive in almost every aspect of our lives, and decision-making in the criminal justice system has started to be automated. This has led to the use of artificial intelligence in the criminal justice system. The current trend is toward using artificial intelligence and algorithms to predict crime and achieve effective forms of crime prevention. Artificial intelligence can help predict crime and support decision-making in the judicial system, and on the other hand, there are many legal and ethical considerations that must be addressed.

In many countries, the LEAs (local law enforcement agencies) have begun to use these technologies despite concerns about their effectiveness in reducing crime and safeguarding civil liberties. The consequences of using these applications on human rights, especially in terms of bias and the risks of discrimination, are another major concern.

In conclusion, these technological trends underscore the need for a comprehensive, ethical, and legal framework to guide the use of artificial intelligence in the criminal justice system.
**AI Applications on Crime Prediction**

LEAs perform their tasks in a data-driven, intelligent world. They have had to evolve their working methods to keep pace with modern crimes such as cybercrime, fraud, and human trafficking. Novel technologies have impacted crime prediction, and one of those technologies is AI. The Council of Europe’s Commissioner for Human Rights Recommendation defines AI as ‘a machine-based system that can make recommendations, predictions, or decisions for a given set of objectives. It does so by utilizing machine and/or human-based inputs to: (i) perceive real and/or virtual environments; (ii) abstract such perceptions into models manually or automatically; and (iii) use model interpretations to formulate options for outcomes.’ (1) Nowadays, AI is used to gain early insights about future crimes and criminals and helps to make some predictions such as what kind of criminal act, who is the victim, who are the perpetrators, and where will they take place. In addition, AI applications for facial recognition are improving and are being used to make assumptions about possible perpetrators based on facial expressions. This research section will focus on two main areas where AI is being used in predictive policing and facial recognition. It will also discuss some of the AI applications used, their input data or variables, and their goals.

1.1. AI Predictive Policing

A report sponsored by the National Institute of Justice in the United States of America ‘USA’ defines predictive policing as ‘“the application of analytic techniques-especially quantitative techniques-to identify likely targets for police intervention and prevent crime or solve past crimes through statistical prediction.”’ (2) According to Perry et al. (2013), existing predictive policing
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approaches include methods for predicting locations and times of crimes, methods for predicting offenders, offender identities, and predicting crime victims. (1) LEAS have used AI models to evaluate past crime data structures and graphs and apply early crime prevention measures. AI predictive policing could be defined as the techniques used to collect, refine, and analyze past crime data and then apply AI models to make assumptions and predictions. In the U.S., some police agencies have purchased predictive policing algorithms from private technology companies. Some of these predictive programs predict which types of people are more likely to commit crimes and who the potential victims might be. They can also estimate which locations are more prone to criminal activity than others. One example of AI algorithms that use AI to predict potential criminals is the Heat List. The list, used by the Chicago Police Department, contains 400 people the department considers particularly prone to violence, either as offenders or victims. (2) The algorithm they rely on uses several variables for prediction, including the number of prior gun charges, the number of prior arrests for violent offenses, gang affiliation, and propensity for criminal activity. (3) The Chicago Police Department ‘CPD’ claims that the algorithm could be a practical approach to reducing violence. However, it faces many criticisms, from prejudging and discriminating against certain individuals to risking privacy violations. (4) In addition, there are the consequences of being on the list, such as being subject to constant surveillance by police, even though the person may be innocent or the result of the algorithm may not be correct. An example of this is McDaniel, a person who was advised by police that he was at risk of either committing a shooting
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(2) ‘Chicago Police Use «heat List» to Prevent Violence’ (Police1) <https://www.police1.com/chiefs-sheriffs/articles/chicago-police-use-heat-list-to-prevent-violence-aYQ4dZmhajlvEB2g/> accessed 28 April 2022
(3) ‘Chicago’s Strategic Subject List, a.k.a. «Heat List» · Predictive Policing’ <https://teamupturn.gitbooks.io/predictive-policing/content/systems/chicago.html> accessed 12 April 2022
or being shot, even though there was no indication of a discrepancy in his criminal record.\(^{(1)}\) Another example of an AI algorithm that predicts risky areas is PredPol. The American private company PredPol claims to use a machine learning algorithm to make predictions after training this algorithm on past crime records (2 to 5 years). The inputs to PredPol’s system include incident records, crime type, time, and location.\(^{(2)}\) The algorithm predicts the highest risk areas or locations where criminal activity is likely to occur at a given time. Police officers on patrol are then provided with a highlighted map of hotspots so they can check them regularly.\(^{(3)}\) For example, if a restaurant is predicted to be a theft hotspot based on the frequency of thefts in that area and at certain times, police officers checking that location regularly will deter potential thieves and prevent crime. Based on an evaluation of 117 days, PredPol predicted 4.7% of crimes in the city of Los Angeles.\(^{(4)}\) Another predictive policing program is Hunch Lab. According to Cheetham (2019), a patrol management system predicts areas of risk, suggests tactics to address those risks, and suggests patrol assignments. The algorithm uses not only past crime data but also other data such as time of year, day of the week, proximity to bars, lighting, weather, and so on. It might uncover some correlations, such as fewer crimes on cold days or that cars are stolen more often when parked near schools.\(^{(5)}\) The last example is Beware. The program, developed by Intrado and used by the police department in Fresno - California, works automatically when officers respond to calls. It uses public datasets such as (criminal convictions, public arrest records, social media data, and information
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\(^{(1)}\) Stroud M, ‘An Automated Policing Program Got This Man Shot Twice’ (The Verge, 24 May 2021) <https://www.theverge.com/22444020/heat-listed-csk-entry> accessed 12 April 2022

\(^{(2)}\) (PredPol) <https://predpol.com/>


compiled by commercial data brokers) (1) to consider a person’s relative risk of committing a crime by creating a personal threat score. Police claim that the information provided by these tools helps them track violent criminals and ensure public safety. However, civil libertarians view these tools as a violation of public privacy because they process some sensitive personal information without people’s consent.(2)

1.2. AI Facial recognition

Face recognition could be defined as “the way software determines the similarity between two facial images to evaluate a claim.” The technology is used for a variety of purposes, from logging a user into their phone to searching for a specific person in a photo database.” (3) Recently, AI technology in the field of facial recognition has proliferated rapidly. Recently, it has become possible to predict the age, race, and gender of individuals based on their facial expressions.”(4) States, private companies, and researchers are making every effort to use AI facial recognition to predict criminal behavior even before crimes are committed by analyzing people’s faces to make assumptions about whether or not the person is likely to be a criminal. However, there are many calls for this research to be stopped because it violates individual privacy. (5) An example of the claims demonstrating the success of facial recognition algorithms is the face recognition model developed by three researchers at Harrisburg College in 2020. They proclaimed that the algorithm could predict
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crime from a person’s face. They claimed it had 80% accuracy and «no racial bias.» However, the model has been heavily criticized for its biased results (1), as its input data already comes from human-based datasets, which are also biased. Another study by Wu and Zhang (2016) (2) showed, after experiments, that data-driven face classifiers can infer criminality through supervised machine learning. Moreover, they discovered that the law-abiding public differed from criminals in their facial features. Similarly, in 2018, the National Institute of Standards and Technology (NIST) evaluated 127 facial recognition software algorithms from 39 developers and found massive progress in face-based biometric matching algorithms. (3) In addition, the Chinese government studied the activities of Chongqing residents and was able to predict suspicious individuals, incorporating facial expressions into the analysis. (4) On the other hand, an experiment conducted by Bowyer et al. (2020) shows that the concept (crime from the face) is an illusion, and it is dangerous to believe in it. The authors concluded that it is better to think about more valuable solutions for humanity than to waste valuable resources and time on this type of research due to the unintended biases in the data sets. (5)


possible suspects by the MET’S technology were innocent. (1) In addition, Axon, a major provider of body cameras and software in the U.S., announced it would ban the use of facial recognition systems on its devices, saying the technology was not trustworthy enough to ethically justify its use due to its potential for racial impact and inaccuracy. (2) California also considered banning automatic facial recognition on police cameras(3) because it considers identity verification of individuals without their consent to be an invasion of public privacy and California law.

2. AI in Crime Investigations and Prosecution

Criminal investigation methods have evolved rapidly in recent years. Nowadays, prosecutors rely on digital evidence and support their work with modern technologies. Criminal investigators need to be able to access and analyze vast amounts of data from multiple sources: Cloud data, mobile devices, crime scene data, criminal history databases and social media platforms. They should have the latest tools, rely on the most capable experts, and undergo high-quality training to keep up with the changing technological environment. AI can highlight patterns in the data collected, analyze it efficiently, and provide prosecutors, law enforcement officials, and other agencies with some information they need, which usually takes a lot of time and effort. This section focuses on how AI is being used to facilitate crime detection and investigations.

2.1 Multimedia and Social Media Data Analysis

Big Data refers to large amounts of data that are very complex and cannot
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be processed using traditional methods. This has complicated multimedia analysis in post-event investigations. Investigators have to review a huge number of data samples to find evidence. In addition, analyzing many images and videos and trying to extrapolate valuable information is very tiring and leads to errors. AI can master all multimedia data from CCTVS, low-quality security cameras, recordings, and mobile devices. It analyzes records, learns, and performs complex tasks, such as recognizing and matching faces with databases, recognizing and matching voices, recognizing criminal acts, and identifying weapons. (1)

In addition, enormous amounts of information are shared across different platforms. Users interact with each other and share their opinions and thoughts about everything. And some countries, such as China and Iran, monitor their citizens through their social media platforms. (2) In the U.S., the Federal Bureau of Investigations ‘FBI’ scans online media to support criminal investigations they conduct. Their agents could initiate an investigation when crimes are prevented; during this investigation, they search all available online information. (3) AI could help in detecting criminal behaviors and crimes after being fed with these datasets. For example, a platform was proposed by Shoeibi et al. (2021) to analyze the connections between Twitter users and their shared content. In the platform, AI techniques were used to detect crimes and evaluate users’ agreement with criminal topics. (4)

2.2 Gunshot detection

Many crimes are recorded as audio on personal devices such as cell phones and smartwatches. AI could help analyze these recordings and provide useful information to investigators. One example is Cadre Labs’ research aimed at detecting gunshots in audio recordings. They used real audio records extracted from YouTube and recorded from unknown devices. They also used audio recordings of test shots from various firearms recorded by other devices. The algorithm was fed the data and was able to successfully identify gunshots, determine the number of different firearms displayed, and was moderately successful in recognizing the (class, caliber, and make/model) of the firearms used. (1) Another firearm detection technology used in many major cities in the US is ShotSpotter. This involves multiple acoustic sensors with four microphones per device. The technology detects all blast sounds, with the AI algorithm filtering out the noise, creating an audio recording and sending it to ShotSpotter’s Incident Response Center “IRC.” Experts at the IRC review the recording, and if they classify it as gunshots, they immediately notify the police. (2) However, there are many concerns about this technology. One of the examples of ShotSpotter’s ineffectiveness is the profiling of Michael Williams. He spent a year in jail based on evidence found by ShotSpotter before his murder charge was dismissed because the prosecution deemed this evidence insufficient. (3) The problem is that this technology is not transparent enough and cannot be verified, which is not accepted in criminal court proceedings. Apart from the lack of transparency, placing live microphones in public areas may also raise privacy concerns.

2.3 AI Interrogators.

Recently, there have been several calls for the use of AI in interrogation rooms. A 2014 study showed that AI in the form of a computer-generated agent performed well in getting some individuals—who participated in the experiment—to admit their past involvement in criminal activity or to convict of crimes.\(^1\) “AI Interrogator was able to achieve more accurate results than human interrogator through AI facial emotion recognition, AI verbal recognition, and deception detection software.”\(^2\) Another study found that AI algorithms are able to detect changes in human emotions with 90% accuracy versus 75% accuracy of humans.\(^3\) In addition, a study conducted at the Nirma Institute of Technology in India found that the AI model can analyze human emotions through voice and speech recognition.\(^4\) In addition, AI lie detectors could replace traditional lie detectors. The lie detector is used to identify liars\(^5\). This is a digital video camera connected to a computer that relies on artificial neural networks to learn and recognize patterns in data. The inventors of the device say the AI identifies nonverbal micro gestures on people’s faces and picks up on unconscious reactions such as signs of stress, mental tension, and feigned happiness.\(^6\)

2.4 DNA analysis.

DNA traces found at crime scenes that may carry the DNA of the perpetrator

\(^3\) ‘At First Blush, You Look Happy—or Sad, or Angry’ (At first blush, you look happy—or sad, or angry, 2018) <https://news.osu.edu/at-first-blush-you-look-happy--or-sad,-or-angry/> accessed 28 February 2022
should be treated with caution. They are often mixed with the traces of other innocent people, leading to wrongful convictions.\(^{(1)}\) Scientists are trying to develop AI techniques to extract DNA profiles from the DNA soup and determine whether a DNA sample came from someone who was at the crime scene or was innocently transferred.\(^{(2)}\)

An example of a novel technological solution is The Pace System, a machine learning-based tool offered to determine the number of contributors in a DNA mixture. Moreover, it does not involve any computational effort, and the estimation could be performed by any standard computer.\(^{(3)}\)

3. AI in Criminal Courts.

AI systems are not yet replacing human judges in criminal courts, but they may soon do so.\(^{(4)}\) Right now, AI algorithms are being used as tools for judges to make some probation and sentencing decisions. Kleinberg et al.-2017 found in their research that AI applications can suggest better decisions than humans by comparing the performance of both algorithms and human judges. They found that the use of algorithms could reduce the incarceration rate by 41.8% without changing the crime reduction rate.\(^{(5)}\) An example of tools to assist judges is HART, which stands for Harm Assessment Risk Tool. It is a machine learning algorithm used in the UK. It analyzes a person’s data, including their criminal history and sociodemographic background,
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and assesses their risk of reoffending.\(^{(1)}\) Another risk assessment tool used in the United States is COMPAS, which stands for Correctional Offender Management for Alternative Sanctions. It assesses the likelihood that a defendant will be a recidivist and decides whether he/she has to be released on bail.\(^{(2)}\) COMPAS is not the only application used in the United States. There are many applications, and one of them is the prediction of bond amounts in Fort Lauderdale, Florida.\(^{(3)}\)

In addition, in the PRC, over 70% of cases are simple, and criminal laws can be easily applied. Court procedures can be automated to save judicial resources for complex cases\(^{(4)}\). For example, in 2016, the Supreme People’s Court (SPC) issued several opinions on further developing the distinction between simple and sophisticated cases to optimize the allocation of judicial resources\(^{(5)}\). An example of AI algorithms used by Chinese courts is the Traffic Accidents Dispute Resolution System “TADRS”. It examines and analyzes data such as weather, traffic signs, accidents, and relevant legal regulations. Then, using Deep Learning, it scans previous court rulings to make suggestions to judges in the courts.\(^{(6)}\)

AI is also being used to predict future court decisions. Machine learning
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\(^{(6)}\) Zhu W and Xueyuan Z, ‘Exploring the Element-Based Trial of Road Traffic Disputes——From the Reform Practice of Sichuan High Court’ (2018) <http://lzlib.cglhub.com/auto/db/detail.aspx?db=950015&rid=52758211&affl=0&ccls=0&uni=True&cid=0&shogpp=False&krec=0&md=265&psd=3&md=265&psd=3&coun=10&kred=%D2%AA%EF%BF%BD%EF%BF%BD%CA%BD.%EF%BF%BD%EF%BF%BD%EF%BF%BD%EF%BF%BD%CA%BD%EF%BF%BD%EF%BF%BD%EF%BF%BD%EF%BF%BD%EF%BF%BD%EF%BF%BD> accessed 9 April 2022
algorithms could be fed with case law and previous judgments of judges to predict the next court decisions. Researchers were able to predict the decisions of the European Court of Human Rights (ECTHR), and they used natural language processing tools\(^1\) \([49]\) to analyze court case data. They were able to predict the violation of 9 articles of the ECHR with an average hit rate of 75%. \(^2\)

### 4. AI and human rights

Some believe that the application of AI technology in criminal justice can help overcome human bias, fix its flaws, and improve the system. They prefer to develop these technologies in law enforcement and justice, according to what has been shown recently by experiments and studies on human bias and error. For example, a study by Danziger et al. found that judges’ decisions are influenced by some factors and daily routines, such as whether the decision was made at the beginning or end of the session and whether or not it was made after a meal break. The experiment has shown that judges are more inclined to grant probation after having a meal.\(^3\) Another example is the analysis of Amos Tversky and Daniel Kahneman, which points to biases in judges’ decisions.\(^4\) On the other hand, critics see AI as violating human rights, discriminating against people, and disregarding their privacy. This research section identifies three human rights that are affected by the application of AI in criminal justice, namely non-discrimination and equality, protection of privacy and personal data, and procedural justice.
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4.1 Non-discrimination and equality

Regardless of their origin, race, ethnicity, color, or gender, all people should be treated equally before the law and should not be discriminated against at any stage of the criminal justice process. All human rights treaties prohibit discrimination; first, Article 7 of the (Universal Declaration of Human Rights) states: ‘All human beings are equal before the law and are entitled without distinction to equal protection of the law. All are entitled to equal protection against any discrimination contrary to this Declaration and against any incitement to such discrimination.” (1)[53] Similarly, Article 14 of the European Convention on Human Rights states, “The enjoyment of the rights and freedoms set forth in this Convention shall be secured without discrimination on any ground such as sex, race, color, language, religion, political or other opinion, national or social origin, association with a national minority, property, birth or other status.”(2) Even in countries that are not parties to the above treaties, such as the United States, there are many laws prohibiting all forms of discrimination, such as the Americans with Disability Act, the Civil Rights Act, and the Pregnancy Discrimination Act. (3)There is considerable evidence of the presence of bias in the results of AI algorithms in general, e.g., the biased results in commercial activities such as those of Amazon, which appears to exclude minority neighborhoods from some services,(4) and Google, which linked the names of blacks to arrest-related ads.(5) And in evaluating AI applications for crime prediction, the

fact is that these algorithms are fed input data that contain human biases. Consequently, they will provide discriminated results and predictions. To illustrate this point, AI hotspots may increase geographic discrimination for two reasons: first, the historical data processed by the algorithms are not clean and are predominantly focused on places where minors and poor people live, (1)[58] as these areas are most heavily policed. Second, the input data contain only police conceptualization and may include illegal practices and over-policing of some areas. (2) This will result in these areas being classified as hotspots, and thus more arrests will be made on a one-sided basis. To further illustrate, the so-called heat lists that classify certain individuals as potential criminals can stigmatize them based on partial data. Predictive policing is based on existing, incomplete data in which minorities are unfairly overrepresented. The use of predictive policing would only exacerbate racial disparities in crime data. Predictive AI policing methods would lead to a reciprocal loop in which biased data lead to discriminatory practices, which in turn lead to even more biased data, which in turn lead to even more discriminatory practices. (3) Furthermore, due to the lack of transparency of these AI models, LEAS may assume that the algorithm’s results are neutral and accurate, but in reality they are not absolutely objective. Also, the possibility of detecting discrimination will be difficult, if not impossible. Moreover, discrimination affects the society as a whole. According to (Schlehahn et al., 2015), depending on the results of the algorithm, which are mainly derived from their criminal records, the continued treatment of ex-offenders as those most likely to commit crimes will undoubtedly affect their

rehabilitation and drive most of them to criminal behavior again. (1) Moreover, algorithms known to predict whether or not a defendant will reoffend can also lead to discrimination. For example, COMPAS, which helps judges in the U.S. decide whether someone should be released on parole, (2) has been found to discriminate against blacks. One study that examined cases against both whites and blacks found that the results for white defendants were skewed toward the lower-risk categories, while this was not the case for black defendants. (3)

4.2 Personal Data Protection

The protection of personal data is a human right. Everyone has the right to access their personal data, to keep it private, to object to its use, and to know when and where it is being used or disclosed. Privacy is a fundamental human right recognized in Article 12 of the Universal Declaration of Human Rights, which states, «No one shall be subjected to arbitrary interference with his or her private life» (4). Currently, we can see AI algorithms being applied to every aspect of our lives. The datasets processed by AI usually contain personal data such as personal information, criminal records, and personal images. Accordingly, it is imperative that international organizations and states enact laws and regulations to protect personal data. In Europe, the General Data Protection Regulation (GDPR), which came into effect in 2018, gives Europeans the right to opt out of any automated decision because it carries legal consequences. (5) In the U.S., there is no federal law that regulates data
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privacy. However, some states have their own laws, such as the California Privacy Rights Act, which gives citizens the right to be informed about the data collected about them, to request the deletion of their collected personal data, and to know whether or not the personal data will be shared. (1) Another example is the Illinois Biometric Information Privacy Act “BIPA.” (2) AI can violate people’s privacy when used in the criminal justice system. One of the controversial AI applications that can impact privacy is facial recognition. For example, Clearview, an American facial recognition company, has built a huge facial recognition database that contains more than three billion images, most of which come from Facebook, YouTube, and millions of websites. It identifies each person by their face. All it takes is to upload a person’s image and all of that person’s public images are displayed, along with links to the websites where those images appear. (3) More than 2,400 police agencies use Clearview’s application to identify suspects and victims. (4) It is also used to identify violent protesters. (5) There are numerous concerns about Clearview’s application in terms of violating individuals’ privacy by using their data and photos without their consent. In addition, it is too risky for this sensitive data to be uploaded to servers that are not vetted for their ability to protect the data. Many companies such as Google, Facebook, Microsoft, and Twitter have asked Clearview to stop collecting data from their websites and users. (6) Many complaints and lawsuits have been filed against Clearview; in Germany, for

(4) This Week in Startups, E1100: Clearview AI CEO Hoan Ton-That on Balancing Privacy & Security, Engaging with Controversy (2020) <https://www.youtube.com/watch?v=wNLK_f6m4e0> accessed 4 April 2022
example, the «Hamburg Data Protection Authority (HDPA)’ upheld the right of every European to not be represented in Clearview’s database. The HDPA also required the company to delete the complainant’s biometric data and claimed that Clearview AI must comply with the General Data Protection Regulation because its activities affect European residents. (1) In the U.S., specifically in Illinois, the American Civil Liberties Union ‘’ACLU’’ filed a lawsuit against the company for violating the Illinois Biometric Privacy Act and collecting biometric data on individuals without their consent. (2) The latest example from China is Guo Bing, who did not accept Wildlife World Park’s decision to use facial recognition technology and filed suit against the park. The Chinese court ordered the park to delete his facial data, holding that the improper use of this sensitive data would jeopardize people’s privacy. (3)[74] In addition, the collection and processing of data from social media platforms by AI algorithms can violate people’s privacy. This data usually contains sensitive personal information, and LEAS can process it without people’s consent, as was the case with Trump’s election campaign. (4)

4.3 Procedural Fairness

The right to a fair trial is one of the fundamental human rights guaranteed in any democratic society and is an essential guarantor of the rule of law. Judges should uphold and monitor fairness in judicial proceedings. They should not be influenced by any party outside the judiciary in the performance of their duties. Criminal courts must be independent and impartial. One of the international
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protective instruments for this right is the Universal Declaration of Human Rights. It states, ‘Everyone is entitled in full equality to a fair and public hearing by an independent and impartial tribunal of his rights and obligations and of any criminal charge against him (Article 10).’(1) Another instrument is the European Convention on Human Rights. It protects the right to a fair trial, the presumption of innocence, and the right to examine or have examined adverse witnesses (Article 6).(2) Moreover, in the United States, the Sixth Amendment guarantees the rights of criminal defendants, including the right to an impartial jury and the right to know the nature of the charges and evidence against them. (3)

The application of AI to the criminal justice system may violate the right to a fair trial. First, the algorithm that predicts the outcome of a case or assesses the potential risk of recidivism is usually not transparent about how it works and arrives at its result. Because of the black box problem, (4) the algorithm’s decision will not be understandable. (5) Consequently, judges and parties, both plaintiffs and defendants, would not be able to review and comment on the algorithm’s decisions because of this opaque mechanism. Second, judges do not know much about the capabilities and limitations of AI algorithms and are not well informed about their development and new legal technologies. Moreover, people often tend to follow the results of AI systems without verifying their accuracy. (6) An experiment by Salem et al. (2015) showed that people are willing to place too much trust in automated decision-making

(3) ‘Sixth Amendment’ (LII / Legal Information Institute) <https://www.law.cornell.edu/constitution/sixth_amendment> accessed 6 April 2022
Finally, targeted surveillance by AI algorithms for predictive policing may negatively impact the right to presumption of innocence. Such tools select individuals as possible criminals, and these individuals may be overrepresented in the data because they use public services more than others, making their data available. Innocent people are considered suspicious and can be arrested without cause, even though there is no evidence that they have done anything illegal.

**Safeguards and Recommendations**

- It is necessary to ensure that the AI system used is transparent. Judges, prosecutors, and defendants are owed an explanation for the automated decisions to justify them and be sure that no human rights are violated. Even if there is no explainable AI algorithm, there are still some short-term solutions that could help judges and prosecutors address the transparency problem, such as switching to AI algorithms that use publicly available data and moving away from opaque algorithms.

- Judges must not rely solely on the evidence provided by AI algorithms, but must seek to support it with other, more reasoned evidence.

- Law enforcement officials should be sufficiently qualified to use these algorithms before they are deployed in the system.

- The use of these algorithms should be regulated by laws. These laws should address the privacy of citizens and regulate how algorithms process people’s data, when it is processed, and how privacy is guaranteed.

- The law must ensure that the public has the right to an explanation when they are affected by automated decisions, and it must also ensure that
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public interests outweigh the trade secret claims of private companies.

- Criminal justice experts should work along with data scientists to identify the algorithms used in the system and the factors the algorithms use in determining their results. This will help ensure that the algorithm complies with laws and human rights.
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